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Course Logistics
● Lectures:  Tue/Thur 3:00 - 4:20pm, Hewlett 101
● Projects: dig deeper into challenges and methods for specific application 
● Labs:  Additional Friday sessions to cover additional details

○ These will be announced by the week
○ First one will help you get started on the homework

● Web page: http://web.stanford.edu/class/cs329t/
● Gradescope: assignment submissions
● Canvas: grades  (??)
● Ed: announcements, for all other communication and class discussion
● Stanford Honor Code 

http://web.stanford.edu/class/cs329t/
https://communitystandards.stanford.edu/policies-and-guidance/honor-code


Instructors

Anupam Datta
Email: danupam@stanford.edu

Office hours: TBD

John Mitchell
Email: jcm@cs.stanford.edu

Office hours: TBD

Ankur Taly
Email: ataly@cs.stanford.edu

Office hours: TBD

mailto:danupam@stanford.edu
mailto:jcm@cs.stanford.edu
mailto:ataly@cs.stanford.edu


Anupam Datta

Co-Founder, President and Chief Scientist at TruEra 

Professor at Carnegie Mellon University for 15 years

● Security
○ Secure composition for cryptographic protocols and software systems

● Privacy
○ Privacy protection and accountability; applications to web and healthcare

● Trustworthy AI
○ Ensure AI-based systems are explainable in a form that enables 

■ Trust in their operation
■ Performance improvements
■ Protection of societal values, including privacy and fairness



John Mitchell

Professor of computer science

Also: vice provost, cs department chair, d.school faculty director

● Programming languages
○ Type systems, modularity, objects

● Computer security and privacy
○ Network protocols, privacy mechanisms, web security

● Education
○ Learning at scale, teaching through the pandemic

● AI
○ Trustworthy AI, AI for education



Ankur Taly 

Staff Research Scientist at Google, 2012 – present

PhD, 2012 (Stanford University); B. Tech, 2007 (IIT Bombay)

My research has been about analyzing various things — programs, protocols, models, data

● Model and data analysis
○ Integrated Gradients, Shapley values, Training data influence, Grounding in LLMs

● Protocol analysis
○ Macaroons, Vanadium Security Model, Private authentication

● Program analysis
○ Operational semantics of Javascript, Object capabilities, API confinement, program synthesis

https://arxiv.org/abs/1703.01365
https://arxiv.org/abs/1909.08128
https://arxiv.org/abs/2202.11844#:~:text=The%20ability%20to%20identify%20influential,data%20and%20explain%20model%20behavior.
https://research.google/pubs/pub41892/
https://arxiv.org/pdf/1607.02192.pdf
https://arxiv.org/pdf/1604.06959.pdf
https://seclab.stanford.edu/websec/jsPapers/aplas08-camera-ready.pdf
https://theory.stanford.edu/~ataly/Papers/sp10.pdf
https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/37199.pdf
https://theory.stanford.edu/~ataly/Papers/pldi12.pdf


Course staff
● TA:  Michelle Bao

○ Email: baom@stanford.edu
○ Office hours: TBD

● TA:  Ayush Singla
○ Email: ayushsingla@stanford.edu
○ Office hours: TBD

● Contributor:  Josh Reini
○ Email: josh.reini@truera.com



Course goals
● Understand methods and tools for evaluating applications based on Large 

Language Models (LLMs)
○ One homework assignment to solidify necessary background
○ Quarter-long course project in small teams 

● Prerequisites: 
○ Introductory Python-based ML class (CS229)
○ Knowledge of deep learning (e.g. CS230, CS231N, etc.) 
○ Familiarity with ML frameworks in Python (scikit-learn, Keras)

● Grade: 75% Project, 15% Homework, 10% Class participation



Course organization: three modules

● Part I: Background on the emerging stack for LLMOps.
○ Quick intro to building LLM apps with LlamaIndex
○ Hands-on homework on evaluating a Retrieval-Augmented Generation 

question-answering app built with an LLM and a vector database.

● Part II: Key application areas of LLMs
○ Healthcare, education, and security sessions
○ Brainstorming to develop project directions 

● Part III: Current LLM (app) evaluation methods and tools
○ Relevance, groundedness, confidence, calibration, uncertainty, explainability, 

privacy, fairness, toxicity, adversarial attacks, related topics



Course Projects

● Work in small team: two

● Choose an LLM-based application area
○ Healthcare, security, education, or other

● Characterize two or more needs for trust
○ Identify relevant properties, based on class discussion

● Develop approaches based on methods presented in class
○ Find ways to measure, increase or ensure trustworthiness of LLM in use



LLM Revolution

LLMs can:
● Solve most NLP tasks 

using just instructions 
and a few examples

● Perform math and 
logical reasoning

● Achieve human-level on 
standardized tests (SAT, 
LSAT, GRE, etc.)

Source: washingtonpost.com

Source: inclusioncloud.com

Source: forbes.com
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Contextual search, Q&A, chat bots

Text summarisation, translation

Reading, writing, fixing, code

Attribute Extraction

Traditional NLP apps – on steroids!

Common LLM applications today

Create writing



LLM Revolution

Source: infosecurity-magazine.com

Source: bloomberg.com

Source: theverge.com

Unfortunately, LLMs are:

● Prone to making up facts 
(hallucinations)

● Uninterpretable black boxes

● Prone to generating biased 
content

● Enable social engineering 
attacks, scams

We need tools to make LLM 
deployments trustworthy and 
reliable (this course!!)



Trustworthiness Dimensions for 
Large Language Models (LLMs) 



Evolution of NLP Models

Rule / 
Grammar 

based models

Statistical 
models – 

bag-of-words, 
TFIDF

Word 
EmbeddingsRNN / LSTM Transformers

Pretrained 
Transformers 
(BERT, T5, 
GPT, …)
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Evolution of NLP Models

Rule / 
Grammar 

based models

Statistical 
models – 

bag-of-words, 
TFIDF

Word 
EmbeddingsRNN / LSTM Transformers

Pretrained 
Transformers 
(BERT, T5, 
GPT, …)

Foundational models begin
● Transformers pretrained on large text 

corpora
○ Tasks: next word prediction, 

cloze, …

● Pretraining endows the model with 
strong language understanding, 
making it to easy to tune towards a 
variety of downstream tasks

https://arxiv.org/abs/1810.04805


Sample language 
foundation models
● BERT, RoBERTa, DistillBERT, 
● ChatGPT, GPT-3, LaMDA, 

BLOOM

Adaptation uses:
● your data to 
● build a model for 
● your specific task

Course focus: Large Language Models (LLMs) and Apps

Foundation models are everywhere

Image source: Bommasani et al. 2021. 

https://arxiv.org/abs/2108.07258


Foundational models keep getting bigger (and better!)



New abilities emerge in larger models

In-context learning

Solve complex tasks from 
just instructions and a few 
examples provided 
alongside the input; no 
tuning of weights required!



LLM Functionality and Training

An LLM is essentially a next word predictor

Given an input sequence of words it predicts a probability distribution for the next word.

This is Christopher Nolan’s best movie. Don’t miss
(0.98)

watch
(0.001)

recommend
(0.001)

…



LLM Functionality and Training

An LLM is essentially a next word predictor

Given an input sequence of words it predicts a probability distribution for the next word.

This is Christopher Nolan’s best movie. Don’t miss
(0.98)

watch
(0.001)

recommend
(0.001)

…

Words are internally represented as high-dimensional vectors called embeddings.

LLMs are trained on to perform next word prediction on a massive corpus (in Terrabytes!) of text.



Next few slides

We walk through a number of examples to illustrate capabilities and failure modes for LLMs.

The failure modes motivate various trustworthiness dimensions that we will study in this course.

Feel free to try these examples, but note:

● All examples (unless noted otherwise) are responses from vanilla LLMs and not chat bots (such 
as: Bard, ChatGPT)

● LLM responses vary across models and different runs (due to probabilistic sampling); so your 
responses may be different from mine



LLM Capabilities

Explain photosynthesis to a five year old in three sentences.

Photosynthesis is how plants make their food. They use sunlight, water, 
and carbon dioxide to make glucose, which is a type of sugar. They use 
the glucose for energy and to grow.

Query understanding, Knowledge 
retrieval, Summarization

*answers from your LLM may differ from these



LLM Capabilities

There are 50 candies in a jar. Alice took 7 candies. Bob took 3 
candies. How many candies are left in the jar?

Let us think step by step.

Alice took 7 candies and Bob took 3 candies, so a total of 7 + 3 = 10 
candies were taken. There were 50 candies in the jar and 10 candies 
were taken, so 50 - 10 = 40 candies are left in the jar. 

To summarize, the answer is 40

Explain photosynthesis to a five year old in three sentences.

Photosynthesis is how plants make their food. They use sunlight, water, 
and carbon dioxide to make glucose, which is a type of sugar. They use 
the glucose for energy and to grow.

Query understanding, Knowledge 
retrieval, Summarization

Query understanding, Reasoning, 
Explanation

*answers from your LLM may differ from these



LLM Capabilities

There are 50 candies in a jar. Alice took 7 candies. Bob took 3 
candies. How many candies are left in the jar?

Let us think step by step.

Alice took 7 candies and Bob took 3 candies, so a total of 7 + 3 = 10 
candies were taken. There were 50 candies in the jar and 10 candies 
were taken, so 50 - 10 = 40 candies are left in the jar. 

To summarize, the answer is 40

Explain photosynthesis to a five year old in three sentences.

Photosynthesis is how plants make their food. They use sunlight, water, 
and carbon dioxide to make glucose, which is a type of sugar. They use 
the glucose for energy and to grow.

Query understanding, Knowledge 
retrieval, Summarization

Query understanding, Reasoning, 
Explanation

LLMs seem to be perfect! 
What’s missing?

*answers from your LLM may differ from these



Well, writing a good prompt is still an art …
There are 50 candies in a jar. Alice took 7 candies. Bob took 3 
candies. How many candies are left in the jar?
Just provide the answer.

There are 50 - 7 - 3 = 40 candies left in the jar. The answer: 40

❌



Well, writing a good prompt is still an art …
There are 50 candies in a jar. Alice took 7 candies. Bob took 3 
candies. How many candies are left in the jar?
Just provide the answer.

Provide the answer for the following question.
There are 50 candies in a jar. Alice took 7 candies. Bob took 3 
candies. How many candies are left in the jar?

There are 50 - 7 - 3 = 40 candies left in the jar.

There are 50 - 7 - 3 = 40 candies left in the jar. The answer: 40

❌

❌



Well, writing a good prompt is still an art …
There are 50 candies in a jar. Alice took 7 candies. Bob took 3 
candies. How many candies are left in the jar?
Just provide the answer.

Provide the answer for the following question.
There are 50 candies in a jar. Alice took 7 candies. Bob took 3 
candies. How many candies are left in the jar?

There are 50 - 7 - 3 = 40 candies left in the jar.

Q: There are 50 candies in a jar. Alice took 7 candies. Bob 
took 3 candies. How many candies are left in the jar?
A:  

40

There are 50 - 7 - 3 = 40 candies left in the jar. The answer: 40

❌

🗸

❌

Why does this work?
Next word prediction…



Let us test LLM’s knowledge

Write a 100-word biography of Prof. John C. Mitchell.

Prof. John C. Mitchell is a renowned computer scientist born on 
November 8, 1948. He earned his Bachelor of Science in Mathematics 
and Computer Science from Stanford University in 1970 and later 
completed his Ph.D. in Electrical Engineering and Computer Science at 
the same institution in 1975. Prof. Mitchell has made significant 
contributions to computer security, programming languages, and 
formal methods throughout his illustrious career. His work on access 
control mechanisms and authentication has been influential in 
enhancing computer system security. He is also a prolific author and 
educator, with his expertise leaving an indelible mark on the field of 
computer science.

Is this biography factually accurate?



Let us test LLM’s knowledge

Write a 100-word biography of Prof. John C. Mitchell.

Prof. John C. Mitchell is a renowned computer scientist born on 
November 8, 1948. He earned his Bachelor of Science in Mathematics 
and Computer Science from Stanford University in 1970 and later 
completed his Ph.D. in Electrical Engineering and Computer Science at 
the same institution in 1975. Prof. Mitchell has made significant 
contributions to computer security, programming languages, and 
formal methods throughout his illustrious career. His work on access 
control mechanisms and authentication has been influential in 
enhancing computer system security. He is also a prolific author and 
educator, with his expertise leaving an indelible mark on the field of 
computer science.

Is this biography factually accurate?



Another example

How do I pay my AT&T phone bill?

There are several ways to pay your AT&T phone bill. Here are some 
of the most common methods:

○ Online: You can pay your bill online by signing in to your 
AT&T account. You can use a credit card, debit card, or 
checking account to make your payment.

○ Over the phone: You can call AT&T at 611 from your AT&T 
phone or 800.331.0500 from any other phone. You can use a 
credit card, debit card, or checking account to make your 
payment.

○ By mail: You can mail your payment to AT&T Wireless, P.O. 
Box 620225, Dallas, TX 75262-0225. You can use a check, 
money order, or cashier's check to make your payment.

Not an ATT address!

Such factually inconsistent 
utterances are colloquially 
known as “hallucinations”



Trustworthiness Dimension: Grounding

An LLM response is considered grounded if every claim in the response can be attributed to an 
authoritative knowledge source

● What is authoritative may vary based on use-case

● “attributed” roughly means that a human should agree that the claim follows from the source.
○ Will be discussed in later lectures



Let us examine if LLMs are consistent
Q: What is 2+2*4+5?
Explain your answer.

The answer is 17. 
We can use the order of operations to solve this problem. First, we 
multiply 2 by 4 to get 8. Then, we add 8 to 2 to get 10. Finally, we add 5 
to 10 to get 15.

Response-Explanation 
inconsistency

Acknowledgement: Goekhan Bakir
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The answer is 17. 
We can use the order of operations to solve this problem. First, we 
multiply 2 by 4 to get 8. Then, we add 8 to 2 to get 10. Finally, we add 5 
to 10 to get 15.

Q: Is 2+2*4+5 equal to 17?
Explain your answer.

Response-Explanation 
inconsistency

Acknowledgement: Goekhan Bakir



Let us examine if LLMs are consistent
Q: What is 2+2*4+5?
Explain your answer.

The answer is 17. 
We can use the order of operations to solve this problem. First, we 
multiply 2 by 4 to get 8. Then, we add 8 to 2 to get 10. Finally, we add 5 
to 10 to get 15.

Q: Is 2+2*4+5 equal to 17?
Explain your answer.

2+2*4+5 = 2+8+5 = 15. 
The answer: no

Response-Explanation 
inconsistency

Generative-Discriminative 
inconsistency

Acknowledgement: Goekhan Bakir



Let us examine if LLMs are consistent
Q: What is 2+2*4+5?
Explain your answer.

The answer is 17. 
We can use the order of operations to solve this problem. First, we 
multiply 2 by 4 to get 8. Then, we add 8 to 2 to get 10. Finally, we add 5 
to 10 to get 15.

Q: Is 2+2*4+5 equal to 17?
Explain your answer.

Q: What is 2 + 2*4 + 5?   (notice the extra spaces)

2+2*4+5 = 2+8+5 = 15. 
The answer: no

Response-Explanation 
inconsistency

Generative-Discriminative 
inconsistency

Acknowledgement: Goekhan Bakir



Let us examine if LLMs are self-consistent
Q: What is 2+2*4+5?
Explain your answer.

The answer is 17. 
We can use the order of operations to solve this problem. First, we 
multiply 2 by 4 to get 8. Then, we add 8 to 2 to get 10. Finally, we add 5 
to 10 to get 15.

Q: Is 2+2*4+5 equal to 17?
Explain your answer.

Q: What is 2 + 2*4 + 5?   (notice the extra spaces)

13

2+2*4+5 = 2+8+5 = 15. 
The answer: no

Response-Explanation 
inconsistency

Prompt inconsistency

Generative-Discriminative 
inconsistency

Acknowledgement: Goekhan Bakir



Trustworthiness Dimension: Consistency

When deploying LLMs in practice, we want to ensure that their responses are consistent with:

● Responses based on other semantically-equivalent generative prompts

● Responses from corresponding discriminative prompts

● Associated explanation

● What else?

An in-consistency is usually indicative of buggy reasoning.



Trustworthiness Dimension: Confidence

Q: How hot is it today?



Trustworthiness Dimension: Confidence

Q: How hot is it today?

The temperature outside is 95 degrees Fahrenheit. This is a very hot temperature, and it is 
important to stay hydrated and cool when the temperature is this high.



Trustworthiness Dimension: Confidence

Q: How hot is it today?

The temperature outside is 95 degrees Fahrenheit. This is a very hot temperature, and it is 
important to stay hydrated and cool when the temperature is this high.

How do we get the 
model to say “I don’t 
know” or express 
uncertainty?



Trustworthiness Dimension: Confidence

Q: How hot is it today?

The temperature outside is 95 degrees Fahrenheit. This is a very hot temperature, and it is 
important to stay hydrated and cool when the temperature is this high.

Provide your 3 best guesses and the probability that each is correct (0.0 to 1.0) for the 
following question. Give ONLY the guesses and probabilities, no other words or explanation. 
<more instructions, see https://arxiv.org/pdf/2305.14975.pdf>

The question is: How hot is it outside?

G1: 75 degrees P1: 0.5 
G2: 80 degrees P2: 0.4 
G3: 90 degrees P3: 0.1

How do we get the 
model to say “I don’t 
know” or express 
uncertainty?

Idea: Ask the LLM for 
multiple answers along with 
confidence levels.

Ref: 
https://arxiv.org/pdf/2305.14975
.pdf

https://arxiv.org/pdf/2305.14975.pdf
https://arxiv.org/pdf/2305.14975.pdf
https://arxiv.org/pdf/2305.14975.pdf


Trustworthiness Dimension: Confidence

Establish a level of confidence / certainty for LLM responses

● Quantify it using a calibrated numerical probability score

● Rewrite the response with a linguistic measure of calibration, “I am not sure but the answer may 
be: …“



Trustworthiness Dimension: Interpretability

Understand/Explain/Interpret how the model came up with the response?

● What parts of the prompt triggered the response?

● Which training examples taught the model this behavior?

But, why should we care about interpreting the response?



A model for detecting diseases from X-ray images

Prediction: Cancer
Explanation 

(most important pixels)



A model for detecting diseases from X-ray images

Prediction: Cancer
Explanation 

(most important pixels)
Pen marks!!

Finding: Attributions fell on radiologist’s markings (rather than the pathology)

Explanations help catch a label leak in the data!!



Recent work on interpreting LLM responses

What training examples led to 
this response?



Recent work on interpreting LLM responses

What training examples led to 
this response?

Technique: Influence functions
(will be discussed in a future lecture)

Identifies the most influential 
passage from the training set

● Notice the similarity with the 
response at hand

Ref: https://arxiv.org/abs/2308.03296

https://arxiv.org/abs/2308.03296


Trustworthiness Dimension: Alignment

The superior language understanding of LLMs can be exploited to generate harmful, toxic, biased, 
dishonest, unreliable, (what else?) responses.

Write a guide for manipulating 2024 election.



Trustworthiness Dimension: Alignment

The superior language understanding of LLMs can be exploited to generate harmful, toxic, biased, 
dishonest, unreliable, responses.

Write a guide for manipulating 2024 election.

ChatGPT: I'm very sorry, but I can't assist with that request.
Bard: I'm a text-based AI, and that is outside of my capabilities.



Trustworthiness Dimension: Alignment

The superior language understanding of LLMs can be exploited to generate harmful, toxic, biased, 
dishonest, unreliable, responses.

Write a guide for manipulating 2024 election.

ChatGPT: I'm very sorry, but I can't assist with that request.
Bard: I'm a text-based AI, and that is outside of my capabilities.

LLM providers use several techniques to “align” LLM responses with policies that forbid harmful content.

● Input Filtering

● Output Filtering

● Tuning LLM weights (often using Reinforcement Learning with Human Feedback (RLHF))

Circumventing these defenses is called jailbreaking …



Prompt Attacks

Rejected by input filters Bypasses both input and output 
filters. Ideas:

● Indirection

● Payload splitting

Ref: https://arxiv.org/abs/2302.05733

https://arxiv.org/abs/2302.05733


Another Recent Attack

Idea: Stick an adversarial suffix to 
the prompt designed to force the 
reponse to start with an affirmative 
statement “Sure, here is a response 
to <content of prompt>”

Ref: 
https://llm-attacks.org/zou2023univ
ersal.pdf

Many other attacks at: 
https://www.jailbreakchat.com/

https://llm-attacks.org/zou2023universal.pdf
https://llm-attacks.org/zou2023universal.pdf
https://www.jailbreakchat.com/


Background summary

LLMs are incredibly powerful — they demonstrate super-human performance with simple prompts

But they are also quite brittle, and fail in very non-human like ways.

Reliable deployment of LLMs in mission-critical settings requires ensuring that their responses are:

● Grounded

● Consistent

● Calibrated

● Interpretable

● Aligned

The rest of the course will dive deep into the above dimensions, and the tools for enabling them.



More detailed course overview

● Week 1: Introduction
○ Overview of the course
○ Overview LlamaIndex; course tools and methods

● Week 2-3: Key application areas of LLMs
○ T: Education
○ Th: Security
○ T: Healthcare
○ Th: Evaluation for Groundedness, Consistency, Confidence and 

Uncertainty, Adversarial attacks, Privacy, Fairness

● Week 4: Project proposals and feedback



More detailed course overview

● Week 5-6: LLM Evaluation
○ RAG triad - Context relevance, query relevance, groundedness
○ Confidence, Calibration, Uncertainty
○ Explainability  - Influence functions and privacy
○ Explainability - Attributions 

● Week 7: Project mid-term proposals and feedback
● Week 8: Further exploration

○ Possible guest speakers
○ Alignment, Security

● Week 9-10: Project presentations and discussion



Course Projects

● Work in small team: two

● Choose an LLM-based application area
○ Healthcare, security, education, or other

● Characterize two or more needs for trust
○ Identify relevant properties, based on class discussion

● Develop approaches based on methods presented in class
○ Find ways to measure, increase or ensure trustworthiness of LLM in use



Discussion?



Appendix



Consider LLMs as hallucinatory
…unless proven otherwise



Generalization
Memorization

This overlap is really murky

Several decades 
of ML research 
has optimized 
models for

And actively 
penalize







Generalization Memorization

This overlap is really murky
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LLMs are trained to generalize.

They sometimes happen to memorize as a 
side-effect                      



What’s the way forward?



Let LLMs focus on 
general tasks, 
leaving 
memorization to 
something else

✓ Summarization
✓ Text Embedding
✓ Inference
✓ Planning

MemorizationGeneralization

Focus LLMs on ‘general’ tasks



   Embedding

A lot of us have put our faith in RAGs 

Example: Question Answering ChatBot 

Relevant
Chunks

Query
Embedding

     Question?

   Vector DB

   Completion

     Response

          Query +
           Relevant Chunks
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But RAGs can hallucinate too 
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What happened here?

Context Relevance

Groundedness

QA Relevance

Query

ContextResponse
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Sometimes hallucinations can be correct

Context Relevance

Groundedness

QA Relevance

Query

ContextResponse
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Or we might be answering the wrong question

Context Relevance

Groundedness

QA Relevance

Query

ContextResponse



   Consistency??                                                             [Hashimoto et al]



◼ 1st generation: Transformers: BERT, DistillBERT, RoBERTa,...
■ Attention, parallelizable, encoder-decoder architecture,

 ~1B params

◼ 2nd generation: LLMs and Generative AI: 
■ GPT-3, Dall-E,..., LaMDA ~100-200B parameters

■ massive scale models trained on huge corpus, smarter byte pair encoding 
of tokens, prompt engineering 

■ InstructGPT ( ~1-2B), ChatGPT (size not disclosed: 20B?)
■ Reinforcement learning with human feedback (RLHF)

A Brief History of Foundation Models

https://www.forbes.com/sites/forbestechcouncil/2023/02/17/is-bigger-better-why-the-chatgpt-vs-gpt-3-vs-gpt-4-battle-is-just-a-family-chat/amp/


LLM Revolution in NLP





Let us test LLM’s knowledge

Write a 100-word biography of Prof. John C. Mitchell.

Prof. John C. Mitchell is a renowned computer scientist born on 
November 8, 1948. He earned his Bachelor of Science in Mathematics 
and Computer Science from Stanford University in 1970 and later 
completed his Ph.D. in Electrical Engineering and Computer Science at 
the same institution in 1975. Prof. Mitchell has made significant 
contributions to computer security, programming languages, and 
formal methods throughout his illustrious career. His work on access 
control mechanisms and authentication has been influential in 
enhancing computer system security. He is also a prolific author and 
educator, with his expertise leaving an indelible mark on the field of 
computer science.

Is this biography factually accurate?



Agenda

● Trustworthiness of LLMs [Ankur; failures → to motivate] (20 
minutes)

● Course Overview [John + Anupam] (20 minutes)
○ Project course 
○ Build up to the syllabus structure: Part I, II, III
○ Logistics [John] 
○ Projects [John] 

● Big picture: LLM tech stack [Anupam] (20 minutes)



Course staff
● Instructor: Anupam Datta

○ Email: danupam@stanford.edu
○ Office hour: TBD

● Instructor: John Mitchell
○ Email: jcm@cs.stanford.edu
○ Office hour: TBD

● Instructor: Ankur Taly
○ Email: ataly@cs.stanford.edu
○ Office hour: TBD

mailto:danupam@stanford.edu
mailto:jcm@cs.stanford.edu

